
cally attractive, successful implementation for complex applica-
tions can be quite challenging. 

A common MCMC strategy is to define a Markov transition 
function that amounts to a small or local random change in the 
current state. Small local changes are attractive for two reasons. 
First, they are conceptually and operationally simple. Second, the 
Metropolis–Hastings ratio needs to lead regularly to accepted 
transition proposals. Since a small change likely results in a large 
Metropolis–Hastings ratio, the movement of the Markov chain is 
then fairly fluid. At the same time, because these are small move-
ments in a very large state space, the resulting Markov chain con-
verges slowly and is, moreover, likely to become trapped in local-
ized regions. Hence, for large or complex applications, it is not 
likely to converge rapidly enough to be practically useful. 

To improve performance and hasten convergence, one strate-
gy is to define larger steps for the Markov chain. If designed well, 
larger moves have the ability to more efficiently and effectively 
traverse a large state space, leading to faster convergence of the 
chain. At the same time, devising large and effective movements 
intelligently is not straightforward. “Large” movements often re-
sult in small Metropolis–Hastings ratios, which lead to rejected 
proposals, and thus to a nonfluid and ineffective Markov chain. 

To devise a chain that is able to traverse the state space in both 
an effective and efficient manner, the team integrated movements 
from optimization heuristics. A central task in marrying these 
two techniques is to fit the mechanics of the optimization search 

within the theoretical framework that enables sampling in an 
MCMC algorithm. One cannot use optimization operators di-
rectly, but one can adapt the operators to an MCMC framework 
to provide the proposal set for directional sampling according to 
the structure of the multiple-try Metropolis Markov chain model. 

In short, the project has resulted in an evolutionary Markov 
chain Monte Carlo that uses evolutionary algorithm operators 
to guide a large number of parallel Markov chains. Statistical ev-
idence generated by this algorithm was used in a lawsuit filed in 
federal court in Ohio that resulted in a three-judge panel find-
ing that the current congressional map in that state was a parti-
san gerrymander [1]. 

WHY BLUE WATERS:
These methods scale to all of the processor cores on Blue Wa-

ters through nonblocking MPI communication calls. The com-
putational approach the team implemented in their solution re-
quires generating a very large number of solutions that comprise 
a representative sample. Generating a large number of statisti-
cally independent draws is only feasible on a leadership-class su-
percomputer such as Blue Waters. 
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Figure 2: The algorithm produced over three million electoral maps for the State 
of Ohio by partitioning voter tabulation units into 16 districts. These maps were 
produced for the partisan gerrymandering case, APRI v. Householder. A three-
judge panel found the evidence compelling and ordered a redrawing of the Ohio 
congressional map [1].
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EXECUTIVE SUMMARY
The research team has developed an Evolutionary Markov chain 

Monte Carlo algorithm for sampling from large, idiosyncratic, 
and multimodal state spaces. This algorithm combines the advan-
tages of evolutionary algorithms (EA) as optimization heuristics 
for state space traversal and the theoretical convergence proper-
ties of Markov chain Monte Carlo algorithms for sampling from 
unknown distributions. The team encompassed these two algo-
rithms within the framework of a multiple-try Metropolis Mar-
kov chain with a generalized Metropolis–Hastings ratio. Fur-
ther, the group harnessed the computational power of massively 
parallel architecture by integrating a parallel EA framework that 
guides Markov chains running in parallel. Because the algorithm 
is a sampling algorithm, it is applicable to any field that samples, 
which is essentially all fields of science.

RESEARCH CHALLENGE
The challenge is to create a method that randomly samples 

from unstructured spatial data with stringent spatial constraints.

METHODS & CODES
The researchers’ approach is two-pronged. The first prong in-

volves developing an optimization algorithm that explores the 
solution landscape in a spatially aware manner. The second prong 
involves integrating the optimization algorithm into the sampling 
framework of a Markov chain Monte Carlo (MCMC) technique. 
The algorithm is implemented in ANSI C and can be compiled on 
Linux and OS X as a standard makefile project. It uses MPI non-
blocking functions for asynchronous migration for load balanc-
ing and efficiency. In addition, the C SPRNG 2.0 library provides 
a unique random number sequence for each MPI process, which 
is necessary for running a large number of parallel MCMC chains.

RESULTS & IMPACT
MCMC methods are used to sample from unknown distribu-

tions. While the theory ensures sampling from unknown distri-
butions, this theoretical result is asymptotic (approaching a val-
ue or curve arbitrarily closely). For large applications, the time 
required before the theoretical convergence is realized may be 
prohibitively long. Hence, while MCMC methods are theoreti-

Figure 1: Performance of the spatial path relinking 
crossover operator. This operator was designed 
in the context of an evolutionary algorithm 
crossover. It has been adapted via a multiple-
try framework for a Markov chain Monte Carlo 
algorithm. The figure shows the effectiveness of 
the operator in identifying increasingly optimal 
states.
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